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Building
Trustworthy
Software Agents

Feelings of trust and perceptions of risk pull in opposite

directions to determine a user’s final acceptance 

of an agent technology.

Today, many computer users exe-
cute complex tasks across a rapid-
ly expanding network of distrib-

uted information and services using only
direct manipulation tools such as mice
and graphical user interfaces. The frus-
tration that results is leading to a desire
for software that explores, anticipates,
adapts, and actively assists its users. The
software community is addressing this
desire by developing intelligent software
agents that act autonomously on their
owners’ behalf, perhaps handling routine
communications, making travel arrange-
ments, or shopping for the best prices.
With privacy protection measures, the
person employing the agent can maintain
anonymity and control the personal
information the agent shares.

As agents become more active and
sophisticated, however, the implications
of their actions become more serious.
With today’s GUIs, user and software
errors can often be easily fixed or
“undone.” An agent performing actions

on behalf of a user could make errors that
are very difficult to “undo” (such as mak-
ing faulty airplane reservations), and,
depending on the agent’s complexity, it
might not be clear what went wrong.
Moreover, for agents to operate effective-
ly and truly act on their users’ behalf, they
might need confidential or sensitive infor-
mation. This includes financial details
(such as credit card numbers) and person-
al contact information (such as telephone
numbers). Thus, along with the excitement
about agents and what they can do, there
is concern about the resulting security and
privacy issues. It is not enough to assume
that well-designed software agents will
provide the security and privacy users
need; assurances and assumptions about
security and privacy need to be made
explicit.

This article proposes a model of the
factors that determine agent acceptance,
based on earlier work on user attitudes
toward e-commerce transactions, in
which feelings of trust and perceptions of
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risk combine in opposite directions to determine
a user’s final acceptance of an agent technology.

Agents and Trust
Negroponte1 describes the ideal agent as the
equivalent of “a well-trained English butler” who
knows your needs, likes, and habits. He goes on to
describe the privacy issues:

All of us are quite comfortable with the idea that an all-
knowing agent might live in our television set, pocket,
or automobile. We are rightly less sanguine about the
possibility of such agents living in the greater network.
All we need is a bunch of tattletale or culpable agents.
Enough butlers and maids have testified against former
employers for us to realize that our most trusted agents,
by definition, know the most about us.

For agents to be successful, users will have to trust
them with private information, and agents will
have to handle that information in a secure fash-
ion. Trust becomes very important if an agent’s
actions can cause its user physical, financial, or
psychological harm.2 Thus, users must be confi-
dent that the agent will do what they ask, and
only what they ask. 

It is clear that a trusting relationship must
develop between the user and the agent. Because
trust between user and agent is so important, it is
useful to examine the nature of trust.

What Is Trust?
Most generally, trust is “a generalized expectancy …
that the word, promise, oral or written statement of
another individual or group can be relied upon.”3 In
the context of software agents, this means that the
agent can be relied upon to do as instructed. But
trust is more than that; it is “the condition in which
one exhibits behavior that makes one vulnerable to
someone else, not under one’s control.”4 Without
vulnerability, there is no need for trust. In the con-
text of software agents, trust means no longer con-
trolling the software directly, letting the process act
on one’s behalf and accepting the risks this might
entail. Bickmore and Cassell describe trust as “peo-
ple’s abstract positive expectations that they can
count on [agents] to care for them and be respon-
sive to their needs, now and in the future.”2

This concept of making oneself vulnerable to
accomplish a goal is essential for understanding
trust. Without trust, virtually all of our social rela-
tionships would fail, and it would become impos-
sible to function normally. If we can’t trust oncom-
ing drivers to stay in their lane, then it would

become impossible to drive. If we don’t trust the
shopkeeper to deliver the goods we pay for, then
simple purchases would become very awkward. We
make ourselves vulnerable to others every day, but
we are usually comfortable in doing so because we
trust that their actions will not be inappropriate or
harmful. Bickmore and Cassell describe trust as a
process of uncertainty reduction.2 By trusting oth-
ers to act as we expect them to act, we can reduce
the number of things we have to worry about.

Taking a computer science approach, Marsh has
defined trust in terms of the behavior of the per-
son doing the trusting.5 Thus, trust is the behavior
X exhibits if he or she believes that Y will behave
in X’s best interest and not harm X. 

For our purposes, then, trust can be defined as
users’ thoughts, feelings, emotions, or behaviors
that occur when they feel that an agent can be
relied upon to act in their best interest when they
give up direct control.

Interactions Twice Removed
Part of the difficulty in trusting software agents is
that users often end up working on a task that is
twice removed from the interface. Consider a job
seeker. In a traditional, nonremoved job search, an
individual talks to employers directly, perhaps by
visiting their offices. In Figure 1a, the job seeker
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Figure 1. Levels of interaction in traditional and modern job search-
es. (a) A direct transaction between a job seeker and an employer;
(b) A once-removed transaction where a job seeker views an employ-
er’s Web site; (c) A twice-removed transaction where the job seeker’s
agent views the employer’s Web site.



is interacting directly with the potential employer
to get information about the position. A more
modern job search takes place through a comput-
er, where the job seeker interacts with a computer
program, often a Web browser, to view informa-
tion created by the employer; thus, the interaction
between the job seeker and the employer in Figure
1b is once removed. (Riegelsberger and Sasse refer
to this as a disembedded transaction.6)

With a job-searching agent, the job seeker
would interact with a computer program, per-
haps an agent control interface, to provide
instructions to the agent. The agent would then
search the Internet and gather information pro-
vided by the employer. There is no direct con-
nection between the user and the job-seeking

activities (Figure 1c). Thus, the interaction
between the job seeker and the potential employ-
er is twice removed (or dis-disembedded).
Research has shown that developing trust can be
difficult during once-removed interactions, let
alone twice-removed interactions.

There are many valid reasons why users might
hesitate to trust personal software agents. Interac-
tions involving personal information might be
riskier than financial interactions, because per-
sonal assets like self-respect, desirability, reputa-
tion, and self-worth can be more valuable than
money.7 Also, because agents operate autono-
mously, outside the user’s vision and control,
things might go wrong that the user does not
know about or cannot correct.

Youll has also described the issues involved in
trusting agents.8 First, the users must make their
instructions clear to the agent. This instructing
phase could fail for a number of reasons:

� the user does not clearly define the instructions,
� the agent does not fully understand the instruc-

tions, or
� the user and the agent interpret identical

instructions differently.

Second, if the agent understands the instructions,
the user must be confident that it will execute the
instructions properly, and will only perform the
tasks the user intended. Third, the user must be
confident that the agent will protect private or sen-
sitive information. Finally, the user must be con-
fident that the agent will not be attacked or com-
promised, such as through “hacking” or “sniffing.”
With all of these concerns, developing a trusting
relationship between users and their agents is a
difficult task.

On the other hand, the twice-removed nature of
the interactions between end user and task makes
agents well suited for tasks requiring high degrees
of privacy. An agent can establish its own identi-
ty on the network, protecting the identity of the
end user.8 The Lucent Personalized Web Assistant
(www.bell-labs.com/project/lpwa), for example,
acted as a proxy for users who wanted to navigate
the Web without revealing their true identities.
Such services can even go so far as to establish
new pseudonyms for every transaction, making it
very difficult to establish a link back to the user.

Agents are also well suited for situations in
which interaction policies must be established and
followed. Because software agents are embodied
in explicit computer code, it is possible to estab-
lish and follow clearly defined privacy policies,
rather than rely on heuristics or emotions.

Building Successful Agents
An important contribution to research on e-com-
merce trust is the path model of e-commerce cus-
tomer loyalty developed by Lee, Kim, and Moon.9

They describe how the amount of trust instilled in
the user versus the cost perceived by the user will
determine attitudes toward e-commerce. Trust and
cost combine, in opposite directions, to determine
overall acceptance.

Figure 2 shows an extended model that explains
agent acceptance. Here, user acceptance of agent
technology is determined by the combination of
trust and perceived risk. The contributing factors
Lee, Kim, and Moon identified are included, along
with factors identified by other researchers.

An important feature of this e-commerce model,
and of the model of agent acceptance this article
proposes, is the separation of trust from perceived
risk. Feelings of trust and risk can be established
quite independently, and together they determine
the agent’s success. Trust contributes to the agent’s
acceptance, while risk contributes to its rejection.
The two factors interact, so that agents instilling a
low degree of trust can still succeed if the per-
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ceived risk is also low. On the other hand, in very
risky situations it is possible that no amount of
trust will offset the perceived risk, and the user
will never accept the agent. Rotter, in his review
of the social psychology of interpersonal trust,
supports this idea that trust and risk are separate
concepts, and that both contribute to an individ-
ual’s  resulting behavior.3 Grandison and Sloman
also describe trust and risk as opposing forces that
combine during decision  making about a service
or an e-commerce transaction.10

An important feature of the proposed agent
acceptance model is that the risk being described
is the risk perceived by the user. This perception
might or might not be related to the actual risk of
the technology employed in the agent system. For
example, a user’s credit card number might be
encrypted with a very strong encryption tech-
nique, but if the user believes that the number will
be disclosed inappropriately, this fear contributes
to the perceived risk and works against acceptance
of the agent technology. 

Trust Factors
According to the model, users will be more accept-
ing if they develop feelings of trust. Several factors
affect how much trust a user will place in an agent.

Ability to trust. A user’s general ability to trust
affects whether or not the user will accept the
agent. A number of researchers have suggested
that people have a baseline attitude when they
approach any trust situation, and that some peo-
ple have a higher baseline level of trust than oth-
ers. For example, Marsh describes “basic trust” as
a person’s general propensity to trust or not to
trust.5 This basic trust is part of an individual’s
personality and is one of the factors that con-
tribute to making decisions about trust. Similarly,
Rotter showed that there is a generalized trust that
is “a relatively stable personality characteristic.”3

To study the issue of trust on computer net-
works, Cranor, Reagle, and Ackerman surveyed
Internet users about their attitudes toward priva-
cy and trust.11 The survey respondents were then
classified into groups that differed in their con-
cerns about online privacy. The first group (27 per-
cent) was only “marginally concerned” with online
privacy and was quite willing to provide personal
information when visiting Web sites. This group
did have some concerns, such as the desire to
remove themselves from marketing mailing lists,
but was generally quite trusting. The second group
(17 percent) was at the opposite extreme, labeled

“privacy fundamentalists.” These users were
extremely concerned about privacy and were gen-
erally unwilling to provide any information to
Web sites, even when privacy protection measures
were in place. Cranor et al. labeled the third and
largest group (56 percent) the “pragmatic majori-
ty” because they had some concerns about priva-
cy, but also had developed tactics for dealing with
those concerns. For example, they would often
look for privacy protection methods or statements
when navigating the Web.

When building agent systems that users will
have to trust, developers should consider the fact
that some users will trust an agent system with lit-
tle reassurance of the privacy protection measures
in place, while others will be very reluctant to
trust. Thus, interfaces must be flexible enough to
provide more information and reassurance for
users that require it.

Experience. Clearly, experience can change users’
willingness to trust.5,12 If they have been harmed
in some way, or if they have found an agent to be
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Figure 2. A model of agent success. It builds on the Lee, Kim, and
Moon model, adding factors of trust and risk important for software
agents.



incompetent, either in the information provided or
in carrying out its actions, they might become less
trusting. This change in trust might be specific to
the situation or it might be a change in their gen-
eral ability to trust. Changes in trust can also come
about indirectly because of the experiences or rec-
ommendations of others.10 This means that trust
can be “social,” transmitted from user to user.

To ensure that users have positive experiences,
agent system designers should provide ample
information to users about how the agent operates.
In addition, designers should support a sharing
function that lets users relate their experiences and
spread their trusting attitudes (assuming their
experiences are positive). This might mean col-
lecting testimonials or anecdotes to share with
other users.

Predictable performance. Bickford13 describes three
important principles for predictable performance
and its role in building trust: consistency, aesthet-
ic integrity, and perceived stability. Users are more
likely to trust systems and interfaces that perform
reliably and consistently. To ensure a coherent and
predictable interface, a designer might adopt a style
guide or interface guideline to be used in all parts
of the system. Predictable performance also
involves response time: Users prefer consistent
response times to variable response times.

Developers should also make sure the system
behaves consistently and seems stable. Human fac-
tors evaluation techniques are useful for testing
these aspects of a design (see the “Checking Your
Work” section, page 52).

Comprehensive information. Another important
factor in determining whether users will trust a
system is the amount of information it provides.
Users are more likely to understand, and thus trust,
systems that provide comprehensive operations
information. According to Norman,14 users will
develop mental models and assumptions about a
system even when no information is provided, and
these models can be wrong. Developers should
therefore explicitly guide model development by
carefully explaining and depicting how the agent
service works, so that its role and operation are
obvious. This might mean allowing users to
observe and track an agent’s actions, both in real
time and after the fact. In addition, interfaces
should allow users to view and alter the informa-
tion stored by agents.

Shared values. Users are more comfortable trust-

ing agents with common values. That is, to the
extent that users feel an agent values what they
value, they will have more trust in the agent.
Informal interpersonal interactions — such as
social conversations that occur in hallways or dur-
ing coffee breaks — often build these shared val-
ues. Bickmore and Cassell tested the role of small
talk in building trustworthy agents.2 A test condi-
tion that involved informal social dialogues with
an agent led to higher levels of trust and willing-
ness to share personal information for extrovert-
ed users (it is not clear why this effect was not
found for introverted users). Values between agents
and their users can also be shared explicitly.
Agents could articulate their privacy policies, for
example, so users can compare the current policies
with their privacy concerns.7

Communication. The amount and effectiveness of
communication between the agent and the user
also determine the level of trust. Norman argues
that continual agent feedback is important for suc-
cess.14 An agent should repeat a user’s instructions
so it is clear that the agent understood, for exam-
ple. Also, error messages should explicitly state
what was understood and what needs to be clari-
fied. In addition, the agent service should make
clear the agent’s capabilities and limits.

Interface design. The final trust factor is the design
of the interface itself, the look and feel of the soft-
ware used to control the agent. This area includes
such factors as appearance, functionality, and
operation. Cheskin,7 Kim and Moon,15 and Riegels-
berger and Sasse6 have each examined interface
designs that can communicate trust. Their research
was in the context of e-commerce Web sites, but
the lessons apply to agent systems as well. The
results can be summarized as a list of fundamental
interface characteristics that can communicate
trust:

� Brand. Trust can be influenced by users’ famil-
iarity with and feelings about a service
provider. Providers that are already trusted in
other contexts, such as real-world stores, can
also be trusted in the new context.

� Navigation. The ease of finding things, which
results from clear, logical presentation and
consistent design, can help to generate trust.
Also, providing a mechanism to recall or undo
an action can lead to more confidence in an
interface.

� Fulfillment. A clear and traceable process for
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completing a task enhances trust, as will let-
ting users see the status of actions they
requested.

� Presentation. Clearly presented material, a
clean and functional layout, and a profession-
al presentation increase feelings of trust. The
agent interface should appear professional and
official, like money or certificates. Other rec-
ommendations are to use graphics and images,
cool colors, pastel shades, and low brightness.

� Certifications and logos of assurance. Includ-
ing icons and text that represent seals of
approval or assurances of safety can increase
feelings of trust.

A controversial issue in designing trustworthy
interfaces is the value of anthropomorphism. Does
a human-like interface, perhaps with an animated
character and conversational interaction, lead to
more feelings of trust? Bickmore and Cassell argue
that an animated character capable of small talk
can lead to shared values and higher trust.2 How-
ever, others have argued that such anthropomor-
phism can lead to disappointment if the interface
does not live up to expectations.6,14,16 If the agent
cannot really behave like a human, then having a
human-like interface might actually diminish trust
rather than build it. Sometimes users question the
motivation of human-like “guides,” even becom-
ing angry if the character does not behave as
expected.16 Thus, developers of agent systems only
should consider anthropomorphic interfaces if
they truly reflect the abilities and behaviors of the
agent system. Since such human-like abilities are
a long way off, it is probably most appropriate to
avoid anthropomorphism.

Perceived Risk Factors
The other side of agent success is perceived risk.
Other things being equal, users will be more will-
ing to use agent systems if they perceive lower
risks. A number of factors influence the amount of
perceived risk.

Risk perception bias. As with basic trust, users can
have a basic or baseline level of perceived risk.
This is probably best described as a bias to per-
ceive situations as being risky or risk-free. This
bias in risk perception breaks down into four basic
attitudes:12

1. Fatalism. Users have no control and risk
decisions are out of their hands.

2. Hierarchy. Controls and regulation should

contain risks.
3. Individualism. Risks should be taken

when appropriate for the individual.
4. Enclave. Risks are systemic and should be

handled with pressure, dissent, and
market systems.

Agent system designers should design system fea-
tures that address each of these approaches to risk
assessment. For example, to please individualist
users, an agent system might explain how users
can control the risks they are taking. To accom-
modate hierarchical thinkers, a system can include
information about its controls and regulations.
Finally, allowing fatalistic users to share informa-
tion and experiences with the system developers
and each other can lead to feelings of empower-
ment and fewer concerns about risk.

Uncertainty. The more users know about a system
and how it operates, the less they worry about tak-
ing risks (assuming that they learn positive things).
Thus, by reducing uncertainty, we can reduce risk
perception. This is highly related to the compre-
hensive information and communication factors
discussed in the “Trust Factors” section.

Personal details. An obvious factor in risk per-
ception is the amount of sensitive information
being provided. The more personal details a user
gives to an agent, the more that user’s percep-
tions of risk are likely to increase. System devel-
opers should ask only for information necessary
to do the job, and, where possible, avoiding
information that might be especially sensitive.
Exactly what information users consider sensi-
tive might require some investigation. For exam-
ple, users might consider phone numbers more
sensitive than e-mail addresses because unwant-
ed phone calls are more intrusive than unwant-
ed e-mail messages.

Alternatives. Another factor that can lead to feel-
ings of risk is a lack of alternative methods to per-
form a task. For example, if the only way to buy
a special item is to use a new agent technology,
users might feel they are taking more risks than if
there were multiple methods (nonagent Web inter-
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faces, phone calls, and store visits, to name a few).
Similarly, if there is a sole supplier of a service,
users may feel they are at more risk from exploita-
tion than if there are multiple suppliers. In the
shopping scenario, for example, users might be
more comfortable if they can choose from among
multiple shopping agent services.

Autonomy. Perhaps the most important factor in
determining users’ feelings of risk toward an agent
technology is the degree of autonomy granted to
the agent. Agents can range from low-risk advice-
giving systems to higher-risk independently act-
ing agents. Advice systems can stay in close con-
tact with the user and receive further instructions
as they operate. Further, advice agents can learn
by example as they monitor the advice their users
accept. In the shopping example, it might be most
appropriate for the agent to suggest purchases that
the user should consider, rather than completing
the transaction autonomously.

Checking Your Work
Most standard human factors evaluation tech-
niques are appropriate when developing agent
technologies. Although an exhaustive review of
these techniques is beyond the scope of this arti-
cle, a brief overview illustrates their applicability
to agent design.

The first evaluation technique to consider is
qualitative research. Here researchers talk to
potential users about a variety of topics that are
important during the design phases. These con-
versations can be one-on-one interviews or focus
group sessions. For example, researchers might
conduct a needs analysis to determine the tasks the
agent should perform and how it should accom-
plish them. They might also question users about
their preferences and concerns, which can be par-
ticularly important for discovering concerns about
privacy and sensitive information.

Another technique valuable during the early
design stages is heuristic evaluation, in which
researchers with expert knowledge examine a proto-
type system against a set of criteria. These criteria
can come from general background knowledge about
human factors, or from specific recommendations.

A related technique is a cognitive walk-through,
where users are brought in and asked to interact with
a system under development. Here users are asked
to think aloud and provide comments as they try out
the system. They might be given specific tasks to
perform and questions to guide their comments.
Heuristic evaluations and walk-throughs can be very

powerful for determining potential problems before
much effort is spent building a complete system.

The final evaluation technique is a formal empir-
ical test. In these tests, users interact with a complete
system, allowing researchers to record specific per-
formance measures under controlled conditions. For
example, researchers can note the number and type
of errors users make, or the time they need to com-
plete a task. Empirical tests can be expensive and
time-consuming, so they are often reserved for the
final stages of product development.

Conclusions
These guidelines for building trustworthy software
agents are not just theoretical — they can help in
the development of real-world systems. For exam-
ple, I am currently working with the PISA Consor-
tium (Privacy Incorporate Software Agents;
www.pet-pisa.nl) to develop a prototype job-seek-
ing service. Users need to entrust agents with such
personal information as their name, phone num-
ber, e-mail address, and desired salary. The PISA
system will succeed only to the extent that users
trust the agents to provide a valuable service while
protecting their privacy. Testing, to be conducted
next year when the prototype is complete, will
determine whether the developers were successful
in building trust.
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